
 

 

 

 
 
 

 
 

 

 

 

 

 

 

 امور پژوهشی، آموزشی و ترویجی کمیسیون حقوق بشر اسلامی ایران
                                 4141  پاییز

 هوش مصنوعی و حقوق بشر
 ها هایی برای شرکت توصیه

 



 

 

  :کمیسیون یتتوضیحات مقدما

 نیب و یمتعدد مل یآنها بر ابعاد مختلف حقوق بشر، مراکز و نهادها یامدهایو پ نینو یهایبه گسترش فناور نظر

 نهیزم نیرا در ا یمناسب یحقوق یهایعقب نمانده و قاعده گذار یو فن یدر تلاشند تا از سرعت تحولات علم یالملل

عقب تر  اریاز شتاب تحولات فناورانه بس یاخلاق ای یحقوق یهمه تلاشها، روند قاعده گذار رغمیعل. فراهم آورند

 دایپ یتر یجد تیاهم  یاخلاقبی توجهی به اصول  ایناظر به نقض حقوق بشر  یعلت دغدغه ها نیاست و به هم

 یبشناسند و بدان عمل کنند بلکه شرکت ها قیتعهدات خود را دق دیحوزه نه تنها دولتها با نیدر ا. کند یم

مطلع  یو اخلاق یحقوق یارهایبه دقت از اصول و مع دیبا زیهستند ن یفن لاتتحو یو فناورانه که خود بان یخصوص

 . آن اهتمام لازم را معمول دارند یشده و نسبت به اجرا

هدف که شرکت ها و  نیو منتشر شده با ا هیته یمتون متعددو بعضا دیگر مناطق جهان  کایآمر،در سطح اروپا 

 یشرکت ها یمتون نه تنها برا نیا. رعایت نمایندرا  یالزامات حقوق بشر کهرا آموزش دهند  یخصوص گرانیباز

. دارد ییموضوع  در سراسر جهان کارا نیفعال در ا یهمه شرکت ها یبلکه برا تیمحل فعال یفعال در کشورها

از  یکیبرگردان شده است،  یبه فارس یسیدر معرض استفاده مخاطبان قرار گرفته و از انگل نکیکه هم ا ینوشتار

 اعم از سیاست گذاران،زبان  یاست مخاطبان فارس دیام. شده است هیشرکت ها ته ییراهنما یبرااست که  یمتون

ها و  یآگاه یمتن ببرند و با ارتقا نیاستفاده لازم را از اهشگران و عموم بهره برداران و پژوفعالان در شرکت ها 

 شیب یدر حوزه هوش مصنوع شیخو یها تیدر مجموعه فعال یحقوق انسان تیخود، نسبت به رعا یها تیحساس

 هیته یکه در متن نوشتار، علاوه بر ارجاعات اعلام دینما یم یادآوری. نقش آفرینی مثبتی را نشان دهند شیاز پ

 ای حیبه عنوان توض یمتن فارس یساز ییدر مرحله نها زین یمنعکس شده، موارد سینو ریکنندگان متن که در ز

  .مخاطبان فراهم شود یبرا یافزوده شد تا امکان استفاده بهتر در زیر نویس هر صفحه یواژگان فارس یسیمعادل انگل
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 دکتر الکساندر کریبیتز و دکتر رافائل مکس : نویسنده♦

مهندس مریم صداقتی مدرس دانشگاه در رشته علوم کامپیوتر و همیار : فارسی انگلیسی به برگردانروند متصدی ♦

                                                         4141و نهایی سازی متن در امور پژوهشی کمیسیون، آذر  ویرایش  کمیسیون،

آوریل (UN Global Compact Network Germany) شبکه آلمانی پیمان جهانی سازمان ملل:  ماخذ♦

0401 

 843/8/41 : شناسه متن ♦

بازنشر جزئی یا کلی آن با ذکر ماخذ و رعایت استناد به امور پژوهشی هر گونه نقل مطالب گزارش حاضر یا 

 .کمیسیون حقوق بشر اسلامی ایران، مجاز است
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 چکیده

ی  اصول راهنمای سازمان ملل درباره»و « 4پیمان جهانی سازمان ملل متحد» های مختلفی، از جمله  چارچوب

ها  های لازم در مورد حقوق بشر شرکت از این تعهدات عمومی مربوط به بررسی، پیش « 0وکار و حقوق بشر کسب

با این حال، توسعه سریع هوش مصنوعی در تجارت و جامعه، سوالات اخلاقی و نظارتی جدیدی . اند را در بر گرفته

های  ای شرکت، چالشی را بر8نکته قابل توجه این است که قانون هوش مصنوعی اتحادیه اروپا. کند را مطرح می

های هوش مصنوعی، خطرات  کند که هنگام اجرای سیستم کند، زیرا این قانون آنها را ملزم می تجاری ایجاد می

 .مربوط به حقوق اساسی و حقوق بشر را در نظر بگیرند

عهدات سازی هوش مصنوعی بر ت پردازد که چگونه توسعه و پیاده به بررسی این موضوع می اثر منتشرهبنابراین، این 

قانون هوش . ها تأثیر خواهد گذاشت در شرکت 1حقوق بشرمراقبت و نظارت مقتضی برای رعایت  [اصل]مربوط به

ای را برای  المللی در راستای هوش مصنوعی و حقوق بشر، مبنای اولیه مصنوعی، در هماهنگی با سایر تحولات بین

 .ندک ارزیابی خطرات حقوق بشر مرتبط با هوش مصنوعی فراهم می

سوءاستفاده از راهکارهای ویژه در مورد  با این حال، با گسترش جهانی هوش مصنوعی، خطرات حقوق بشری، به

های حقوقی  چارچوبعلاوه بر این، وجود . همچنان پابرجا خواهند بود هوش مصنوعی توسط اشخاص ثالث

 .شود نیز عاملی پیچیده محسوب می متفاوت در کشورهای مختلف

[ ناشی از]خطرات خاص  باید به طور فوریها  ، شرکت از حقوق بشر در کل زنجیره تأمین و ارزشبرای محافظت 

همچنین باید . بگنجانندخود  « [برای رعایت حقوق بشر]مراقبت و نظارت مقتضی » هوش مصنوعی را در فرآیند 

در ]را  تعدیل کننده مناسبتدابیر حقوق بشر انجام و متوجه اقدامات مناسبی را برای کاهش پیشگیرانه خطرات 

 .دهند بسط[ فعالیت های خود

                                                      
4 The UN Global Compact 

 شده یانداز راه متحد ملل سازمان توسط که استفعالان تجاری  داوطلبانهبرای جلب مشارکت  ابتکار کی متحد ملل سازمان یجهان مانیپ: توضیح

 با مبارزه و ستیز طیمح کار، بشر، حقوق یها نهیزم در اعلام شده  اصل ده با را خود یتجار یها راهبرد و ها وهیش تا کند یم قیتشو را ها شرکت و

 .است بشر حقوق نقض به ها شرکت قیتشو و کمک از یریجلوگ متحد، ملل سازمان یجهان مانیپ یموضوع یمحورها از یکی. کنند هماهنگ فساد
0 UN Guiding Principles on Business and Human Rights 
8 EU AI Act 
1 Human rights due diligence obligations 

  Supply and value chain 
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 11 شناخت رویه های خوبو  رتبطمنابع م

سازمان ملل متحد در مورد کسب و کار و  یراهنما اصولتوضیح کوتاه در مورد 

 حقوق بشر
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 مقدمه

های هوش مصنوعی، شاهد  افزار و مدل ها و افزایش عملکرد سخت دسترسی به دادههای اخیر به دلیل بهبود  سال

، از جمله « های زبان بزرگ انتشار مدل»به طور خاص، . ایم های هوش مصنوعی بوده امانههای س توسعه سریع قابلیت

Chat GPT  وGoogle Bardبشری ای را در مورد خطرات اخلاقی و حقوق  اجتماعی گسترده های  ، بحث

 . هوش مصنوعی برانگیخته است

این امر به ویژه بر . دهد توسعه و کاربرد هوش مصنوعی در حال حاضر یک تحول اجتماعی بزرگ را تشکیل می

تأثیر « 3عدالت کیفری نظام»های آموزش، تأمین انرژی، بهداشت و حمل و نقل و همچنین بر اجرای قانون و  بخش

های اخلاقی و اجتماعی جدی   های مورد استفاده موضوع بحث موارد، فناوری با این حال، در برخی.  گذارد می

هوش مصنوعی و  مبتنی بر  سنج افزار تشخیص چهره، استفاده از دروغ توان به توسعه نرم به عنوان مثال می. هستند

قرار دارند زیرا وکارها در مرکز این بحث  کسب. 44های شخصی یا بهداشتی اشاره کرد تجزیه و تحلیل خودکار داده

تجزیه و  شامل های مرتبط حوزهسایر . نه تنها در توسعه این ابزارهای هوش مصنوعی، بلکه در اجرای آنها نقش دارند

های هوش  امانهس کاربرد، استفاده از هوش مصنوعی در تولید، 44چکیده سوابق افرادهای مشتری، ارزیابی  تحلیل داده

 .است 48کنندگان به پرداخت یابی الگوریتمی مبتنی بر تمایل مصرفو ارز 40هگامصنوعی برای ایمنی کار

های حقوق بشری این  ای باید به جنبه وکارهایی که از هوش مصنوعی بهره می گیرند، به طور فزاینده بنابراین، کسب

وکار وحقوق بشر است  المللی برای کسب این امر ناشی از پذیرش روزافزون استانداردهای بین. فناوری توجه کنند

                                                      
  Large Language Model 
  Li, H., Moon, J. T., Purkayastha, S., Celi, L. A., Trivedi, H., & Gichoya, J. W. (0408). Ethics of large language 

models in medicine and  medical research. The Lancet Digital Health,  ( ), e888–e88 . 
3 Criminal Justice System 
  White Paper on Artificial Intelligence–a European approach to excellence and trust COM/0404/   final, 

p. 4 & p. 44. ‘Proposal for a Regulation of the European Parliament and of the Council laying down 

harmonised rules on artificial intelligence (Artificial Intelligence Act) and amending certain Union acts.’ 

0404/444 (COD). 
44 Oravec, J. A.( 0400), The emergence of “truth machines”?: Artificial intelligence approaches to lie 

detection.Ethics and  Information Technology, 01(4), p.  . 
44 CVs 

اخیر منظور کاربرد هوش که از ایمنی آن در متن صحبت شده چند معنا دارد از جمله کارگاه یا گیاه که در این معنای  PLANTواژه : توضیح  40

مصنوعی برای اهداف ایمنی محصولات کشاورزی خواهد بود واتفاقا هوش مصنوعی در صنایع غذایی و گیاهی و سایر حوزه های صنایع کاربرد 

 .روز افزون دارد
48 Consumers' willingness to pay 



 

8 
 

وکار و حقوق بشر  راهنمای سازمان ملل در مورد کسب توان به پیمان جهانی سازمان ملل و اصول که از جمله می

این . سخت گیرانه تر درباره هوش مصنوعی است فرایند های قاعده گذاری حقوقیهمچنین به دلیل . اشاره کرد

دهد و  ای بر موضوع هوش مصنوعی و حقوق بشر ارائه می های حقوق بشر، مقدمه گزارش، بر اساس چارچوب

 .می کندتر آن هستند، ارائه  هایی که مایل به بررسی دقیق برای شرکت ای را های اولیه توصیه

 هوش مصنوعی و حقوق بشر
سازد تا فرآیندهای خود را از نظر  ها را موظف می شرکتالمللی برای حمایت از حقوق بشر،  های بین چارچوب

ها این پرسش را  سیاری از شرکتدر این زمینه، ب .وجود خطرات احتمالی برای حقوق بشر مورد بازبینی قرار دهند

تواند خطرات حقوق بشری ایجاد کند و اگر پاسخ  می کارگیری هوش مصنوعی کنند که آیا توسعه و به مطرح می

ها از هوش مصنوعی در  خطرات خاص مرتبط با استفاده شرکت .تحت چه شرایطی رخ خواهد داد ،مثبت است

کنوانسیون پیشنهادی شورای اروپا در مورد هوش مصنوعی، حقوق بشر، ، «41هوش مصنوعی اتحادیه اروپا»قانون 

مورد بررسی قرار   4دموکراسی و حاکمیت قانون و همچنین قطعنامه های اخیر مجمع عمومی سازمان ملل متحد

 .گرفته است

اص هر های عمومی و خ تری از فناوری و بررسی چالش با این حال، پرداختن به این موضوع مستلزم درک اساسی

 .سازی هوش مصنوعی است بخش مرتبط با پیاده

 تعریف و کاربرد هوش مصنوعی

این اصطلاح . در حال حاضر، تعریف واحد و استانداردی از هوش مصنوعی در ادبیات علمی وجود ندارد

. دارداشاره های کامپیوتری برای شبیه سازی رفتار هوشمند انسانی  ها یا الگوریتم سامانهمعمولا به توانایی 

قانون ( 4)8ماده .  4مثال هایی از این رفتارها است ،رانندگی با وسیله نقلیه، تشخیص تصاویر یا نوشتن متن

هایی مانند محتوا،  خروجی»های هوش مصنوعی را به عنوان  هوش مصنوعی اتحادیه اروپا، خروجی

                                                      
اقدامات  سک،یبر ر یمبتن کردیرو. کند یم میاروپا تنظ هیرا در اتحاد یاستفاده، استقرار و توسعه هوش مصنوع ،یقانون هوش مصنوع: توضیح  41

در تضاد هستند،  یرا که با حقوق اساس یمرتبط با هوش مصنوع یها وهیو ش کند یم فیپرخطر تعر یها ستمیس یرا برا یا ژهیو یمنیا یاطیاحت

 .کند یممنوع م
که مباحث هوش  یجیتال و حقوق بشر تصویب کرده اتدرا در موضوع فناوریهای دسازمان ملل قطعنامه هایی چند سازوکار تابعه : توضیح   4

برای اولین بار مجمع عمومی ملل متحد قطعنامه مستقلی در مورد هوش  0401هم چنین در سال . مورد اشاره قرار گرفته است هامصنوعی نیز در آن

  .ه رعایت حقوق بشر در آن درج شده استتوسعه پایدار تصویب کرد که نکات مهمی در حوز مصنوعی ایمن برای
4 MerriamWebster.comDictionary,MerriamWebster,https://www.merriamwebster.com/dictionary/artifi

cial004intelligence. See also Alan Turing. Computing machinery and intelligence. S.l.: Mind, 4  4;  

Gablers Wirtschaftslexikon: https://wirtschaftslexikon.gabler.de/definition/kuenstliche intelligenzki 

1403  (in German). 
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توصیف « گذارند ارند تأثیر میهایی که با آنها تعامل د ها یا تصمیماتی که بر محیط ها، توصیه بینی پیش

 4کند می
. 

یادگیری »ای بر  در حال حاضر تمرکز ویژه. 43توسعه هوش مصنوعی مبتنی بر رویکردها و مفهوم های مختلف است

های هوش  امانههر دو رویکرد، س. وجود دارد 04و یادگیری تقویتی 04و دو شکل مهم آن یادگیری عمیق « 4ماشین

به صورت خودکار یاد بگیرند و بر اساس تجربه و بازخورد از محیط، تصمیمات  سازند تا مصنوعی را قادر می

 .مستقلی بگیرند

یکی از کاربردهای خاص آن . گیرد یادگیری عمیق در تشخیص تصویر و اشیاء بسیار مورد استفاده قرار می

وهای مشکوک، مانند اسکن را برای یافتن الگ تی هایی در پزشکی است که تصاویر اشعه ایکس یا سی الگوریتم

 .کنند متاستازهای سرطانی، تجزیه و تحلیل می

این . دهند های حل مسئله مستقلی را توسعه می راهبردهای هوش مصنوعی اشاره دارد که  امانهیادگیری تقویتی به س

فاده قرار فرآیند معمولاً مبتنی بر سیستم پاداش یا مجازات است و در رانندگی خودکار و رباتیک بسیار مورد است

 .گیرد می

های کاملاً متفاوتی از زندگی مورد استفاده قرار  تواند در حوزه دهند که هوش مصنوعی می ها نشان می این مثال

همچنین کاربردهای . ها و ابزارهای تحلیلی اشاره کرد های زبانی، ربات توان به سیستم از جمله این موارد می. گیرد

این امر هوش مصنوعی را به یک فناوری با کاربرد دوگانه . این فناوری وجود داردنظامی، اطلاعاتی و پلیسی برای 

یک مثال، استفاده از . بینی به کار گرفته شود های غیرقابل پیش کند که ممکن است اغلب به روش تبدیل می

 .سنجی توسط مجریان قانون است های روان های تحلیل متن یا ارزیابی داده برنامه

 ش مصنوعیخطرات کلی هو

مانند )ی کاربرد آن  حقوق بشر ناشی از توسعه یا استفاده از هوش مصنوعی، ارتباط نزدیکی با حوزه [متوجه]خطرات

نظر  های هوش مصنوعی وجود دارد که صرف های ذاتی سامانه حال، برخی ویژگی بااین. دارد( پزشکی یا امور مالی

 .حقوق بشر شود [جهمتو]تواند منجر به خطرات از نوع کاربردشان، می

                                                      
:  044 «یهوش مصنوع یشورا هیتوص»، ( OECD)توسعهسازمان همکاری اقتصادی و به  نی؛ همچن.8ماده . دیمراجعه کن یبه قانون هوش مصنوع  4

https://legalinstruments.oecd.org/en/instruments/)  )دیمراجعه کن. 
 .دیمراجعه کن [ اروپا]یقانون هوش مصنوعدر  «یهوش مصنوع یکردهایو رو ها تکنیک» وستیبه پ 43

4  machine learning (ML) 
04 Deep Learning 
04 Reinforcement Learning 
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ی  های یادگیرنده ها و الگوریتم زمان حجم عظیمی از داده های کلیدی هوش مصنوعی، استفاده هم یکی از ویژگی

های پزشکی،  کند زیرا استفاده از داده ی حقوق بشر ایجاد می های متعددی در زمینه این امر چالش. 00پیچیده است

ها را  های اجتماعی، مسائل حساس حریم خصوصی و حفاظت از داده هشده از شبک بیومتریک و اطلاعات استخراج

  .بردارددر

شناختیِ دقیقی از  های روان هایی که قادرند افراد را از طریق صدای آنان شناسایی کنند یا تحلیل برای مثال، سامانه

 .زنند شدت به حریم خصوصی آسیب می شخصیت افراد ارائه دهند، به

بینی  توان جزئیات آنها را پیش تواند به نتایجی برسد که در طول مرحله توسعه نمی صنوعی میعلاوه بر این، هوش م

ممکن است منجر کند،  هوش مصنوعی دریافت می سامانهدلیل این امر آن است که هر داده جدیدی که یک . کرد

گرفته شده توسط هوش ، درک تصمیمات 08و تبیینابهام یا عدم قابلیت توضیح . به تغییر مدل درونی آن گردد

های مدل هوش  ها یا ویژگی در عین حال، عدم نمایش مجموعه داده. 01کند مصنوعی را برای افراد دشوار می

از . ای شود که پیامدهای قابل توجهی برای حقوق بشر به همراه دارد تواند باعث خطاهای ناخواسته مصنوعی می

 -یا اصلاً در دسترس نیست  -های خاصی در دسترس نیست  روههای با کیفیت کافی اغلب برای گ آنجایی که داده

به ویژه «  0های الگوریتمی سوگیری»در گذشته، . تواند منجر به رفتار نابرابر با افراد شود ها می ورودی ضعیف داده

باشد که  نابدان معتواند  این می. تأثیر گذاشته است( مانند افراد با پیشینه مهاجرت)پذیر  های آسیب اغلب بر گروه

های دیرتری برای درمان در بیمارستان دریافت  های جمعیتی خاصی نسبت به جمعیت عمومی، قرار ملاقات گروه

سازی هوش  های پیاده یکی دیگر از جنبه. شوند های بالاتر برای بلیط هواپیما می کنند یا مجبور به پرداخت قیمت می

عنوان یک قاعده، هوش مصنوعی جایگزین یک فرد خاص، به . مصنوعی، گرایش به سمت استانداردسازی است

، مانند فرآیندهای یک زیست بوم هادر عوض، کل . شود دهد، نمی مانند پزشکی که بیماری را تشخیص می

 . 0دهد تشخیص سرطان، را تغییر می به عنوان نمونهها،  بیمارستان، یا کل رشته

                                                      
  

 DKE German Commission for Electrical, Electronic & Information Technologies of DIN and VDE: White paper on 
Ethik und Kün stliche Intelligenz (‘Ethics and Artificial Intelligence’, in German), p. 9. 
 3

 opacity or lack of explainability 

 دارد اشاره یمصنوع هوش یها ستمیس یریگ میتصم یندهایفرآ ریتفس و درک چالش به و تبیین حیوضت تیقابل فقدان: توضیح
 4

 RAI, Arun. Explainable AI: From black box to glass box. Journal of the Academy of Marketing Science,  1 1, 48, 
pp. 037–040. Virginia Dignum, Responsible Artificial Intelligence (Springer Nature Switzerland,  109). Tan Ming, J. 
( 1  ). Nondeterministic artificial intelligence systems and the future of the law on unilateral mistakes in 
Singapore. Singapore Academy of Law Journal, 34(0), pp. 90–0 4. 
 5

 Algorithmic Biases 
 6

 Samorani, M., Harris, S. L., Blount, L. G., Lu, H., & Santoro, M. A. ( 1  ). Overbooked and overlooked: Machine 
learning and racial bias in medical appointment scheduling. Manufacturing & Service Operations Management, 
 4(6), pp.  8 5– 84 . https://doi.org/0120 87/msom. 1 021999. 
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اتحادیه اروپا، مشکلات اساسی هوش مصنوعی را با استفاده از در یادداشت توضیحی در مورد قانون هوش مصنوعی 

 جنبه چهار هر. کند خلاصه می 84و رفتار خودمختار  0ها ، وابستگی به داده03، پیچیدگی 0کلمات کلیدی ابهام

 زانیم ،یورود یبرا خاص یها داده انتخاب قیطر از مثال عنوان به رند،یگ قرار ریتأث تحت ها انسان توسط توانند یم

 . ماتیتصم یساز یشخص ای یاستانداردساز زانیم و یریگ میتصم یندهایفرآ در ریتأث تحت افراد خودمختاری

 سازی هوش مصنوعی حقوق بشر در پیاده متوجه انواع خطرات

های هوش مصنوعی،  امانهسازی س بر طراحی و پیاده 84(Developers)دهندگان با توجه به تأثیر قابل توجه توسعه

ی عمر این فناوری  در چرخه حقوق بشر[ علیه]شده در بخش پیشین، منجر به بروز سه نوع خطر  های مطرح چالش

 .شود می

 سوءاستفاده از هوش مصنوعی برای نقض حقوق بشر: خطر نوع اول

نقض  کنند، ممکن است به طور غیرمستقیم در دهند یا از آن استفاده می هایی که هوش مصنوعی را توسعه می شرکت

های  همدست باشند، چه از طریق همکاری( ها مثلاً محدود کردن آزادی بیان، تبعیض علیه اقلیت)حقوق بشر 

 .افزاری به بازیگران خصوصی و دولتی های نرم حل المللی و چه از طریق ارائه فناوری، داده یا راه بین

صورت غیرمستقیم در نقض  ممکن است بهکنند،  های هوش مصنوعی را طراحی یا عرضه می هایی که سامانه شرکت

این خطر ممکن است از . مشارکت داشته باشند ( ها مثلاً محدود کردن آزادی بیان، تبعیض علیه اقلیت) بشر حقوق

 .80افزار به نهادهای خصوصی یا دولتی پدید آید ی فناوری، داده یا نرم المللی یا ارائه طریق همکاری بین

 چینغرب کیانگ  منطقه خودمختار اویغور در سین مربوط به[ در این خصوص،]شده شناختهسوابق یکی از 
 .است88

های  امانهس [در منطقه یاد شده]ای، منطقه مدیریتحقوق بشر توسط دولت چین و در چارچوب نقض های همه جانبه 

.شوند می بکار گرفتههای قومی  نظارت و کنترل هدفمند اقلیترصد و هوش مصنوعی برای 
های  گزارش 81

                                                      
0  Opacity 
03 Complexity 
0  Dependence on Data 
84 Autonomous Behaviour 

 باشد یم یافزار محصول نرم ایخدمات  ی مسئول ساخت و توسعهدوِلوپر : توضیح 84
80 UN General Assembly. (0443). Report of the Special Rapporteur on the promotion and protection of the 

right to freedom of opinion and expression.  A/HRC/83/8 0. 
88 Xinjiang Uyghur Autonomous Region 

81 StarkTu, R. (0404).China’s use of artificial intelligence in their war against Xinjiang. Tul. J. Int’l & Comp. 

L, 0 (4 8). 
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زیستی المللی، از جمله سازمان ملل متحد، استفاده گسترده از هوش مصنوعی برای شناسایی  های بین سازمان

 . 8دهند های قومی را مورد انتقاد قرار می اویغورها و سایر اقلیت( بیومتریک)

بلکه  ست،یهستند، ن یراخلاقیغ نفسه یف ایکه ممنوع  یخاص یهوش مصنوع یها ستمیاستفاده از س نجایمشکل ا

 یها میدر رژ یتیامن یها با سازمان یهنگام همکار بدین صورت که. شود یاست که در آن از آنها استفاده م یا نهیزم

نوع نه  نیاز ا یحال، خطرات نیبا ا .جرم همدست باشند نیدر ا توانند یم [در بخش خصوصی]ها اقتدارگرا، شرکت

از  یجامع یتیشخص یها لیکه پروفا یهوش مصنوع یها حل بلکه با راه شود، یها م با دولت یتنها شامل همکار

 ایکنندگان  مصرف [ذهن و رفتار]یکه هدفشان دستکار ییها تمیبا الگور ای کنند یم جادیها ا شرکت یکارمندان برا

 .دهد یرخ م زیاست، ن یاجتماع یها کاربران شبکه

های گسترده به عنوان  های هوش مصنوعی که در بالا توضیح داده شد، موضوع بحث امانهخطرات سوءاستفاده از س

به عنوان مثال، قانون هوش مصنوعی اتحادیه اروپا شامل فهرستی از اقدامات . بخشی از روند قانونگذاری فعلی است

، بر حقوق بشر تأثیر افراد [و رفتاری ذهنی]ممنوع هوش مصنوعی است که صرفاً به دلیل هدفشان، مانند دستکاری 

های هوش مصنوعی به اشخاص ثالث که به دلیل شرایط استفاده، پیامدهای نامطلوبی  امانهانتقال س. گذارند منفی می

 .برای حقوق بشر دارند، هنوز در این قانون مورد توجه قرار نگرفته است و بنابراین ریسک بالایی را به همراه دارد

 به حقوق بشر در طراحی راهکارهای هوش مصنوعی عدم توجه کافی: دوم خطر نوع 

تواند از نظر حقوق بشر و اصول قانون اساسی  های هوش مصنوعی می امانهها به س گیری از انسان واگذاری تصمیم

در  نفعانیافراد و ذ تیاست که از مشارکت و رضا یمربوط به حقوق ژهیامر به و نیا. یک چالش اساسی ایجاد کند

های هوش  امانهاگر س  8.کند یشرکت، محافظت م کیکار  یمانند شورا ،یو اقتصاد یاجتماع ،یسایس یندهایفرآ

مصنوعی بدون نظارت انسانی و بدون رضایت یا آگاهی افراد تحت تأثیر استفاده شوند، یا اگر به اندازه کافی شفاف 

هوش  امانهشرکت از یک سدهد که یک  این امر در صورتی رخ می. نباشند، ممکن است این حقوق نقض شوند

هایی که با عدم  همچنین در زمینه. مصنوعی برای ارزیابی کارمندان بدون مشارکت نماینده کارگران استفاده کند

                                                      
8  Smith, M. & Miller, S. (0400).The ethical application of biometric facial recognition technology. AI & 

Society, p. 4. 
8  WHITE PAPER On Artificial Intelligence–A European approach to excellence and trust COM (0404)    

final, p. 41. 
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این امر به ویژه در مورد استفاده از هوش مصنوعی . شوند، نیاز فوری به اقدام وجود دارد تقارن قدرت مشخص می

 .کند عمومی، سیستم دادگاه یا قوه قضائیه صدق میهای حیاتی مانند مدیریت  در زمینه

که به نفع آنها نباشد، از نظر اتخاذ شود یمیتصم راجع به اینکه اگر دهید بیبه افراد آس یکاف حیارائه توض نجا،یدر ا

منشور حقوق  14ماده )« خوب مدیریت بهره مندی از حق»  8.مهم است اری، بسخواهد بودقابل اعتراض  یقانون

  .حق هستند نیا یربنای، ز[سند یاد شده]مندرج در فصل ششم  ییو حقوق قضا 83 (اروپا هیاتحاد یاساس

کنند، باید  هایی که هوش مصنوعی را توسعه داده و از آن استفاده می به طور مشخص، این بدان معناست که شرکت

هوش مصنوعی و خطرات ناشی از آن را های  امانههایی را تدوین کنند تا اطلاعات کافی در مورد نحوه کار س راهبرد

 یریگ میو تصم تیبه حقوق افراد و نهادها در مورد رضا دیبا نیآنها همچن. در اختیار افراد تحت تأثیر قرار دهند

اگرچه قانون هوش . احترام بگذارند شوند، یبه صورت خودکار گرفته م ماتیکه تصم یهنگام ژهیمشترک، به و

اجرا همچنان وابسته به [ وضعیت]قبل تعهدات اولیه اطلاعاتی را فراهم کرده است، اما مصنوعی اتحادیه اروپا از 

پذیر، مانند افراد دارای معلولیت،  های آسیب نیاز به توجه ویژه به گروه نوزاین قانون ممکن است ه. شرایط است

 .داشته باشد

 مصنوعی تأثیرات نامطلوب حقوق بشری ناشی از استفاده از هوش: سوم خطر نوع 

های هوش مصنوعی نرخ خطای بالایی  امانهکند که س استفاده از هوش مصنوعی زمانی اثرات نامطلوبی ایجاد می

مثلاً )مندی افراد از حقوق خود  های مختلف تبعیض قائل شوند و بنابراین مانع از بهره داشته باشند یا بین گروه

 . 8شوند( حق آزادی بیان مثلاً)های مدنی  یا آزادی( دسترسی به خدمات عمومی

شده مانند سن، رنگ پوست، قومیت، جنسیت یا  محافظت دسته هایاز آنجایی که برخی از این تأثیرات نامطلوب با 

های  مورد برای گروه تواند منجر به تبعیض ساختاری یا ترجیح بی مذهب مرتبط هستند، استفاده از هوش مصنوعی می

                                                      
8  Opinion of the Data Ethics Commission. p. 4 1; EU AI Act, Article  . European Parliament – Draft report 

on artificial intelligence in criminal law and its use by the police and judicial authorities in criminal 

matters, 0404/044  (INI); Cf. also: Wolswinkel, Johan (December 0400). Artificial Intelligence and 

Administrative Law. Publication of the Council of Europe. https://www.coe.int/en/web/cdcj/ 
/newreportonthe interplaybetweenartificial intelligenceandadministrative law. 
83 Charter of Fundamental Rights of the European Union 
8  Obermeyer, Ziad, et al. (044 ). Dissecting racial bias in an algorithm used to manage the health of 

populations. Science. 8  ( 1 1), pp. 11 –1 8. 
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افزاری است  ق اساسی و حقوق بشر، عدم شمول در استفاده از اجزای سختخطر دیگر برای تحقق حقو. خاص شود

به عنوان مثال، عدم )هوش مصنوعی محروم کند  امانههای خاصی از جمعیت را از استفاده از س تواند بخش که می

 (.شمول افراد دارای معلولیت در وسایل نقلیه خودران

المللی حقوق  میثاق بین»در ( 48ماده )و آموزش  ( و ماده   ده ما)دسترسی به اشتغال ( 40ماده )های سلامت  بخش

توان به  معایب ساختاری در اینجا را می.  گیرند به طور ویژه مورد حمایت قرار می«  14اقتصادی، اجتماعی و فرهنگی

 [است مردمحقایق و خو]گینمایندمبتنی بر های نادرست و غیر ای از داده های الگوریتمی مبتنی بر مجموعه سوگیری

به طور کلی عدم تبعیض  [ناظر به نفی] گذاریهای حمایتی توسط قانون این موارد همچنین به عنوان حوزه. نسبت داد

 .اند مورد تأکید قرار گرفتهو همه جانبه، 

زامات با توجه به این خطر که استفاده از هوش مصنوعی ممکن است منجر به رفتار غیرقانونی و نابرابر با افراد شود، ال

به . شوند، مورد بحث قرار گرفته است ای برای کاربردهای هوش مصنوعی که به حقوق اساسی مربوط می ویژه

، عاری از گینمایندمبتنی بر باید مرتبط،  ونهای آموزش، اعتبارسنجی و آزم مجموعه داده» [مقرر شده]عنوان مثال

سطح مناسبی از دقت، »هوش مصنوعی اتحادیه اروپا  قانون  4ماده  4بند علاوه بر این، . «14خطا و کامل باشند

 .گیرد های هوش مصنوعی پرخطر در نظر می امانهنیاز ضروری برای س را به عنوان پیش« استحکام و امنیت سایبری

 خطرات خاص کاربردی

حقوق بشر علاوه بر خطرات عمومی حقوق بشر، تعدادی از کاربردهای هوش مصنوعی وجود دارند که باید از منظر 

فقط مربوط به جزئیات فنی جرای اصل مراقبت و نظارت مقتضی برای رعایت حقوق بشر ا. در اولویت قرار گیرند

دهد که این موضوع  دو مثال زیر نشان می. را نیز در برمی گیردحقوق بشر  کاربردی تفاسیر خاص بلکهنیست 

 .ها چه معنایی داشته باشد تواند به طور مشخص برای شرکت می

 

 

                                                      
14 International Covenant on Economic, Social and Cultural Rights  ( ICESCR) 
14 Keates, Simeon; Clarkson, P. John. (0448). Countering design exclusion: bridging the gap between 

usability and accessibility. Universal Access in the Information Society (UAIS) 0, pp. 04 –00 . Cf. also 

Article 44(8) of the AI Act. 
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 استفاده از هوش مصنوعی در پزشکی: 1مطالعه موردی 

های بهداشتی، به ویژه در پشتیبانی تشخیصی،  مراقبت نظامدر را ای از کاربردها  هوش مصنوعی طیف گسترده

بنابراین، استفاده از هوش مصنوعی در . دارد های سلامت ، توسعه دارو و مدیریت داده10شده سازی پزشکی شخصی

، که در میثاق «حق سلامت»مختلف حمایت از حقوق بشر از جمله  حوزه هایهای بهداشتی، بر  بخش مراقبت

18اساسنامه سازمان جهانی بهداشتو ( 40ماده )المللی حقوق اقتصادی، اجتماعی و فرهنگی  بین
گنجانده شده است،  

 .گذارد تأثیر می

تواند این حق را محدود کند، برای مثال اگر سبب شود  ی نادرست، هوش مصنوعی می ت استفادهدر صور

تر از  های پزشکی به سطحی پایین هایی از دسترسی به درمان یا داروهای خاص محروم شوند یا کیفیت مراقبت گروه

وش مصنوعی باعث عوارض این امر همچنین در صورتی صادق است که استفاده از ه .های سنتی تنزل یابد روش

همچنین، عدم مشارکت . جانبی روانی نامطلوب، مانند انزوای ساختاری بیماران یا کیفیت پایین تر مراقبت باشد

تواند به نقض حق تمامیت جسمی و روانی  گیری یا شفاف نبودن فرایندهای هوش مصنوعی می بیماران در تصمیم

11افراد منجر شود
. 

 استفاده از هوش مصنوعی در منابع انسانی : 1مطالعه موردی

در زمینه استخدام، هوش مصنوعی برای ارزیابی متقاضیان بر اساس معیارهای خاص یا پیشنهاد کاندیداهای مناسب 

 .خالی نقش فزاینده ای دارد[ شغلی]های  برای موقعیت

تأکید و استخدام عدم تبعیض در اشتغال بر   1المللی کار استانداردهای بین المللی مانند اصول بنیادین سازمان بین

های آموزشی مورد استفاده برای  دادهبا این حال، استفاده از هوش مصنوعی خطراتی را نیز به همراه دارد، زیرا  .دارند

، این خطر وجود دارد که هوش فلذا. ها معمولاً بر اساس تصمیمات پیشین مدیران انسانی است آموزش این سامانه

هایی  این امر به ویژه زمانی صادق است که داده. مصنوعی در واقع بتواند الگوهای تبعیض موجود را تقویت کند

                                                      
10  Person-alised medicine 

18 Constitution of the World Health Organization 
11 Faden, R. R. (0441). Bioethics: A field in transition. Journal of Law, Medicine & Ethics, 80(0), pp. 0  –0 3. 

This is particularly relevant to vulnerable groups, such as people with physical, mental and cognitive 
disabilities, children or ethnic and social minorities (see: UN Convention on the Rights of Persons with 
Disabilities). 
1 International Labor Organization   ) ILO( 
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صورت غیرمستقیم به تبعیض طبقاتی یا قومی  ممکن است بههای زبانی  مانند محل سکونت، پیشینه تحصیلی یا مهارت

.منجر شود
تحلیل . شود های اجتماعی افراد ایجاد می در رابطه با تجزیه و تحلیل شبکهخطرات بیشتری نیز   1

های کارگری یا  ی عقاید دینی، عضویت در اتحادیه های اجتماعی داوطلبان ممکن است اطلاعاتی درباره شبکه

 .وضعیت بارداری آشکار کند که همه  با قوانین حفاظت از داده در تضاد است

آلمان، که موضوع استخدام ممکن است از قبل تحت پوشش قانون هوش مصنوعی یا در  حقوقیبرخلاف وضعیت 

المللی در مورد استفاده از هوش  باشد، هیچ استاندارد بین [با همه شهروندان]رفتار برابر [لزوم رعایت]قانون عمومی

مکاری اقتصادی و سازمان ه در تعدادی از کشورها، از جمله کشورهای عضو.  1مصنوعی در استخدام وجود ندارد

. مانند ژاپن و کره جنوبی، تقریباً هیچ قانونی برای جلوگیری از تبعیض تصویب نشده است OECD) (توسعه

و اصول راهنمای  [اصل در فعالیت های تجاری 44ناظربه لزوم رعایت ]عمال پیمان جهانی سازمان مللبنابراین، اِ

المللی برای کاهش  بین بستربه ویژه در در راستای ایجاد حداقل استانداردها  [کسب و کار و حقوق بشر]سازمان ملل

 .بسیار مهم است مختلفحقوقی  های اختلافات در وضعیت

 ها برای استفاده از هوش مصنوعی الزامات بررسی صلاحیت شرکت

، با چالش ق بشراصل رعایت مراقبت ونظارت مقتضی برای رعایت حقوها هنگام اجرای تعهدات مربوط به  شرکت

های اروپایی با  این خطر وجود دارد که شرکت .اند یافتن واکنشی مناسب به خطرات ناشی از هوش مصنوعی مواجه

های  امانهنادیده گرفتن استانداردهای کلی کیفیت هنگام استفاده از هوش مصنوعی در کشورهای ثالث، یا با توسعه س

در . سازند، استانداردهای حقوق بشر را نقض کنند را ممکن می هوش مصنوعی که در وهله اول نقض حقوق بشر

13هوش مصنوعی کمرانیی ح المللی درباره مباحث ملی و بینهای گذشته،  ماه
بر ضرورت انجام ارزیابی اثرات   

 .اند های هوش مصنوعی تأکید کرده ی عمر سامانه در کل چرخه حقوق بشری و بنیادی

رعایت حقوق بشر فراتر از الزامات قانون هوش مصنوعی اصل مراقبت و نظارت مقتضی برای تعهدات مربوط به 

ها و  است و در خدمت تضمین حداقل استانداردهای کیفیت هوش مصنوعی برای رعایت اصول اولیه اخلاق داده

اصول راهنمای  مجمع عمومی سازمان ملل متحد اخیرا به اهمیت. گیرند جلوگیری از موارد جدی تبعیض قرار می

                                                      
1  Zuiderveen Borgesius, F. J. (0404). Strengthening legal protection against discrimination by algorithms 

and artificial intelligence. The International Journal of Human Rights, 01(44), pp. 4  0–4  8. 
 .است ورکیوین یریسوگ یمورد، قانون حسابرس نینمونه خاص از ا کی  1

13 AI Governance 
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به عنوان ابزاری برای تحقق حقوق بشر در زمینه هوش مصنوعی  [در زمینه کسب و کار و حقوق بشر]سازمان ملل

 .اشاره کرده است

 های هوش مصنوعی امانهحقوق بشر در س[های متوجه] کارزیابی ریس

ها را ملزم به تجزیه و تحلیل خطرات  های تخصصی هوش مصنوعی، شرکت اصول راهنمای سازمان ملل و چارچوب

تحلیل خاصِ هوش »و « تحلیل مبتنی بر حقوق بشر»ترکیب دو رویکرد . کنند ها و روابط تجاری خود می فعالیت

 .تر شناسایی کنند ها را جامع کند تا چالش ها کمک می به شرکت« مصنوعی

 کاربرد ارزیابی خطر سوء

ظرفیت برای سنجش احتمال سوءاستفاده از سامانه، لازم است خطرات مرتبط با شرکای تجاری، ماهیت کاربرد و 

های امنیتی یا  ویژه، همکاری با شرکایی که ارتباط نزدیکی با سازمان به .ی فناوری بررسی شود سوءاستفاده بالقوه

ها باید تغییرات محیط تجاری و  همچنین شرکت .های اقتدارگرا دارند، خطر بالایی دارد نهادهای دولتی در رژیم

ی مستمر  استفادهی  تواند بر نحوه گیرند، زیرا چنین تغییراتی میبوضعیت حقوق بشر در کشورهای مقصد را در نظر 

هایی را ارائه  های قانونی، مانند قانون هوش مصنوعی اتحادیه اروپا، فهرستی از سامانه چارچوب  .از سامانه اثر بگذارد

های تشخیص  از جمله سامانه)قرار دارند  خطری حساس و پر حقوق بشر، در رده [متوجه]اتدهد که از نظر خطر می

.(ای اجتماعیه های تحلیل شبکه چهره و سامانه
1  

، کاربرد بالقوه مرتبط (های اجتماعی مانند تحلیل شبکه)ها  ها باید ورودی داده ، شرکتخطربنابراین، هنگام ارزیابی 

 .را نیز در نظر بگیرند( مؤسسات دولتی یا خصوصی)های کاربر نهایی  و ویژگی( مانند شناسایی یک فرد)با آن 

 در طراحی راهکارهای هوش مصنوعیشر ارزیابی خطر عدم توجه کافی به حقوق ب

حقوق بشر و  یکل یکه حقوق مشارکت و اطلاعات توسط  استانداردها یدر موارد ژهیخطرات حقوق بشر  به و

برخی از این موارد قبلا توسط قانون . کنند یمپیدا بروز  شوند، یمحافظت م یقانون یها چارچوب ایکار  حقوق 

با این حال، . ای بر شفافیت و نظارت انسانی دارد اند که تمرکز ویژه هوش مصنوعی اتحادیه اروپا پوشش داده شده

ی سلامت باید  برای نمونه، در حوزه. توان توسط این قانون برطرف کرد همه خطرات خاص کاربردی را نمی

علاوه بر این، هنگامی  .تصمیمات مرتبط با درمان مبتنی بر هوش مصنوعی لحاظ شود  ی بیماران در رضایت آگاهانه

                                                      
1  Annex III to the AI Act. Also: UN General Assembly. (0443), p. 04. 
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ای به تعریف حداقل استاندارد های لازم برای  یابد، باید توجه ویژه که هوش مصنوعی در سراسر جهان گسترش می

.های کاربردی مشخص شود تضمین حقوق اطلاع و مشارکت افراد در تمامی زمینه
 4 

 خطر اثرات منفی بر حقوق بشرارزیابی 

تواند  افزار، می های آموزشی و نوع سخت های هوش مصنوعی، از جمله انتخاب داده های فنی سامانه ویژگی

این در شرایطی است که سامانه های مبتنی بر هوش مصنوعی در  .پیامدهای جدی برای حقوق بشر داشته باشد

های بهداشتی، آموزش، حمل و نقل عمومی محلی و بین  مراقبت ظامنبازار کار، )دسترسی به منابع اجتماعی خاص 

 .نقش داشته باشند( شهری

از آنجایی که تبعیض الگوریتمی ممکن است متفاوت از تبعیض انسانی عمل کند، تجزیه و تحلیل ریسک قبلی نه 

را نیز در نظر بگیرد تا  بلکه باید تحقیقات تجربی قبل از توسعه ،سنتی تبعیض را پوشش دهد طیف هایتنها باید 

تواند بر آنها تأثیر بگذارد،  تری از تعصبات یا الگوهای تبعیض خاصی که یک مدل هوش مصنوعی می تصویر دقیق

 .به دست آورد

این بدان معناست که الگوهای کاملاً جدیدی از تبعیض نیز ممکن است پدیدار شوند که به طور کافی توسط قوانین 

د تا نیاب های قانونی تبعیض گسترش  رود در آینده تعریف بنابراین انتظار می. اند نگرفته فعلی مورد توجه قرار

 .دنی اجتماعی را نیز شامل شو هایی مانند سوابق ژنتیکی یا پیشینه ویژگی

 اقدامات کاهش خطر و ارتباطات خارجی

ای  ه تجارت و حقوق بشر مجموعههای موجود در حوز علاوه بر نیاز به ارزیابی خطر در حوزه حقوق بشر، چارچوب

ناظر به ]بر اساس اصول راهنمای سازمان ملل. کنند از اقدامات را برای جلوگیری از نقض حقوق بشر تعریف می

علاوه بر این، . ، نتایج ارزیابی خطر باید در فرآیندهای داخلی شرکت گنجانده شود[کسب و کار و حقوق بشر

د و ارزیابی پذیربرای رفع تأثیرات منفی انجام  جبرانیررسی شود، اقدامات اثربخشی اقدامات انجام شده باید ب

 .رسانی شود ریسک و اقدامات شرکت باید به طور عمومی اطلاع

 

                                                      
 :برای مطالعه بیشتر به این منبع مراجعه کنید  4 

Recommendation of the German Ethics Commission, p. 43 . 
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 کاهش خطرات ناشی از همکاری با شرکای خارجی 

انتخاب شرکای  [معیارها وفرایندهای]استانداردهای حقوق بشری دربا در نظر گرفتن خطر سوءاستفاده، لازم است 

های هوش مصنوعی که قرار است توسعه داده شوند،  امانهبه ویژه در مواردی که س ند،تجاری و فناوری گنجانده شو

این امر در درجه اول مربوط به . حقوق بشر ، استفاده شوندناقض  توانند برای اهداف حاوی عناصری باشند که می

ایجاد . اند تعریف شده [اتحادیه اروپا]ه در قانون هوش مصنوعیهای پرخطر است ک های ممنوعه و فناوری شیوه

های  نامه و درج آن در ضوابط رفتاری و آیین( تطابق و اخلاقارزیابی شامل واحدهای )فرآیندهای تأیید داخلی 

 .شود شرکتی توصیه می

ای که به  برای جلوگیری مؤثر از هرگونه کمک و تشویق به نقض حقوق بشر، منطقی است که علائم هشدار دهنده

یک  توسطهوش مصنوعی برای تشخیص چهره مثل مورد بکارگیری  )نیز ارسال گردد خطرات ترکیبی اشاره دارند 

 .( آژانس امنیتی یک کشور سرکوبگر

 حقوق بشر لیِپیشگیری از نقض استانداردهای حداق

الزامات  4 نماگریک  ایجادحقوق بشر هنگام اجرای هوش مصنوعی مستلزم [ متوجه]پیشگیری مؤثر از خطرات 

را بازتاب ( عوامل خاص گروه هدف، خطرات امنیتی)های ارزیابی ریسک  است که یافته اخلاقی و حقوق بشری

دهندگان و همچنین گرد هم  مورد بحث قرار گرفته است شامل آموزش توسعه نوشتاراقداماتی که در این . دهد

و  یافزار سخت یها ستمیس یهنگام طراح ژهیبه و میشود،ها  ای و متنوع هنگام طراحی مدل های بین رشته آوردن تیم

را  تیعلولم یافراد دارا یازهایدر مورد ن [و تجربه]با تخصص نهادیمهم است که  ن،یانسان و ماش یها رابط

شود  همچنین توصیه می .حاصل شود نانیاطم یهوش مصنوع یها ستمیبودن س ریپذ یتا از دسترس مشارکت دهید

 .0 های هوش مصنوعی مربوطه توسط اشخاص مستقل و خارجی حسابرسی شوند امانهس

 

 

                                                      
 4 Profile 

 .امر است نیا یها از نمونه یکی(   (IEEE کیموسسه مهندسان برق و الکترون یاخلاق یاستانداردها 0 

https://standards.ieee.org/industryconnections/ec/autonomoussystems/. When using audits and 
standards, however, attention must always be paid to the applicationspecific risks. 
 



 

 1 
 

 ارتباطات بیرونی

با این حال، در . 1 الزامی نیست ،8 در حال حاضر طبق قانونانتشار عمومی ارزیابی خطر و اقدامات کاهش آن 

در .   وجود دارد [وآشکار سازی] شرکت ها در خصوص افِشایک چارچوب قانونی برای تعهدات وضعیت کنونی 

و  توصیف و تبیینرود که توسعه و استفاده از هوش مصنوعی در مناطق پرخطر را  ها انتظار می اینجا، از شرکت

این مربوط به استفاده . ق قانون هوش مصنوعی اتحادیه اروپا گزارش دهندحقوق بشر را طب [متوجه]خطرات مستقیم

های هوش مصنوعی در بازار کشورهای ثالث خارج امانه هوش مصنوعی در استخدام یا قرار دادن س کارهای از راه

 .اند نکردههای مربوطه سازمان ملل در مورد حمایت از حقوق بشر را امضا  از اتحادیه اروپا است که کنوانسیون

 انداز خلاصه و چشم

رعایت اصل مراقبت ونظارت های هوش مصنوعی بدون شک چالشی را برای تحقق تعهدات مربوط به  امانهس

حقوق بشر است که [متوجه]این به دلیل خطرات خاص . کنند ایجاد می مقتضی شرکت ها جهت رعایت حقوق بشر

این خطرات ارتباط . شوند و از پیچیدگی این فناوری ناشی میبا توسعه و استفاده از هوش مصنوعی مرتبط هستند 

های هوش امانه ها، ابهام س های هوش مصنوعی، سوگیری حل ها، طراحی راه نزدیکی با پردازش خودکار داده

 .مصنوعی و ماهیت دوگانه آنها دارند

گرفتن حقوق  ، نادیدهترین این خطرات شامل سوءاستفاده از فناوری توسط بازیگران دولتی یا خصوصی مهم

در تأثیرات منفی مستقیم خطاهای  ،های انسان و ماشین و در نهایت در رابط ها و مشارکت افراد در طراحی سامانه

تواند به ویژه برای  های هوش مصنوعی می امانهخروجی نادرست یا غیردقیق از س .الگوریتمی بر زندگی افراد است

تواند بر مشارکت آنها در جامعه و در زندگی اقتصادی و سیاسی و  این امر می. ضر باشدافراد در مناطق پرخطر مُ

 .همچنین حق آنها برای دریافت مزایای دولتی تأثیر منفی بگذارد

                                                      
 .قانون آلمان است نویسنده متن، نظورتوسط یک نهاد آلمانی تهیه شده است احتمالا م این اثرچون : توضیح  8 

 1 Directive (EU) 0400/01 1 of the European Parliament and of the Council of 41 December 0400 amending 

Regulation (EU) No  8 /0441, Directive 0441/44 /EC, Directive 044 /18/EC and Directive 0448/81/EU, as 

regards corporate sustainability reporting. See also: Directive 0441/  /EU of the European Parliament and 

of the Council of 00 October 0441 amending Directive 0448/81/EU as regards disclosure of nonfinancial and 

diversity information by certain large undertakings and groups. 
   Office of the United Nations High Commissioner for Human Rights (OHCHR). A/ 8/813, p. 04. 
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 ،کاربرد [نوع]حقوق بشر بسته به [متوجه]دهد که ماهیت خطرات نگاهی به ادبیات مربوط به هوش مصنوعی نشان می

سازی  شویم که الزامات اضافی را بر پیاده تفاسیر خاصی از حقوق بشر مواجه میدر اینجا ما با . متفاوت است

 .کنند عمال میهای هوش مصنوعی اِ امانهس

های هوش مصنوعی دور زده شود و بنابراین امانه تواند توسط س یک مثال، مفهوم محرمانگی پزشکی است که می

مورد دیگر، حفاظت از اصل رفتار برابر در استخدام . مستلزم اقدامات احتیاطی ویژه هنگام توسعه آنها است

 .کارمندان است

لزوم اجرای اصل مراقبت و نظارت مقتضی تنش بین خطرات خاص هوش مصنوعی و تعهدات کلی مربوط به 

پیمان جهانی سازمان ملل و اصول راهنمای سازمان . شودو فصل تواند حل  حقوق بشر میشرکت ها برای رعایت 

اجرای اصل مراقبت های کلی برای مدیریت تعهدات مربوط به  ، رویه[کسب و کار و حقوق بشرناظر به ]ملل

های خطرات  این موارد شامل تعهد به انجام ارزیابی. کنند می مشخصرا  ونظارت مقتضی برای رعایت حقوق بشر

المللی  ای گسترش بینها به ویژه بر این چارچوب. شود های تجاری یک شرکت می حقوق بشر در رابطه با فعالیت

دهند و بنابراین  میمورد نظرهای اقتدارگرا را  هوش مصنوعی مهم هستند، زیرا خطرات حقوق بشر در ارتباط با رژیم

توانند در محدوده قانون هوش مصنوعی اتحادیه اروپا پوشش داده شوند، مثلاً در  هایی را که نمی توانند شکاف می

اجرای اصل مراقبت و نظارت مقتضی شرکت ها برای رعایت حقوق اساس، اهمیت بر این . ر کنندمناطق جنگی، پُ

 .ویژه توسط مجمع عمومی سازمان ملل مورد تأکید قرار گرفته استطور به بشر 

ها نگاهی یکپارچه و جامع به  سازی هوش مصنوعی منطبق با حقوق بشر، مستلزم آن است که شرکت بنابراین، پیاده

های موجود در  تواند شکاف این امر می. همچنین مقررات خاص هوش مصنوعی داشته باشندتجارت و حقوق بشر و 

اصلاحی برای جبرانی و های بیشتر برای اقدام و اقدامات  توصیه گسترشر کند و از رویکردهای موجود را پُ

طرات هوش مصنوعی ها نیازی به معرفی فرآیندهای کاملاً جدید برای خ در نتیجه، شرکت. ها پشتیبانی کند شرکت

های هوش مصنوعی و  ای بودن در توسعه مدل رشته تر، اهمیت دادن بیشتر به بین مناسب راهبردیک . نخواهند داشت

 .تطبیق فرآیندهای موجود برای گنجاندن تمرکز بر هوش مصنوعی و حقوق بشر است

 

 

 



 

   
 

 

را بیان داشته اند که برگردان  مطالعات بیشترقابل رجوع برای فهرستی از منابع  نویسندگان متن در پایان اثر خود

 :فارسی و عین عنوان انگلیسی آن در زیر ارائه میشود

 ؛شتریمطالعات ب یبرا یتخصص اتیاز ادب یبرخ

 :ی هوش مصنوعی قوانین و ابتکارات حقوقی درباره. الف

  آمریکا -حقوق هوش مصنوعی چارچوبی برای قانون 

 ها  مقررات عمومی حفاظت از داده  

 قانون هوش مصنوعی اتحادیه اروپا   

 قانون رانندگی خودکار آلمان 

  نیویورک  ایالت -سوگیریو نظارت بر قانون ممیزی  

• Blueprint for an AI Bill of Rights 

• General Data Protection Regulation (GDPR) 

• EU Artificial Intelligence Act (EU AI Act) 

• German Act on Autonomous Driving 

• New York Bias Audit Law 

 :المللی های بین ها و بیانیه چارچوب. ب

 هوش مصنوعی برای مردم چارچوب 

  آزیلومارناظر به هوش مصنوعی موسوم به اصول  اصول 

 ی هوش مصنوعی و حقوق بشر معاهده شورای اروپا درباره 

  برای رانندگی خودکارقانون اخلاقیات آلمانی 

 های اخلاقی برای هوش مصنوعی قابل اعتماد  دستورالعمل 

 نظریه کمیسیون اخلاق داده دولت آلمان 
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 یاروپا در مورد هوش مصنوع ونیسیگزارش کم 

 سازمان همکاری اقتصادی و توسعه اصول (OECD ) هوش مصنوعیی  درباره 

 یاخلاق هوش مصنوع ی درباره ونسکوی نامه هیتوص 

• AI1People framework (Floridi et al. 0443) 

• Asilomar AI Principles 

• Council of Europe AI Treaty 

• German Ethics Code for Automated and Connected Driving 

• Ethics Guidelines for Trustworthy AI 

• Opinion of the Data Ethics Commission of the German Government 

• European Commission White Paper on AI 

• OECD AI Principles 

• UNESCO Recommendation on the Ethics of Artificial Intelligence 

 :نهادها و مراکز اطلاعاتی. ج

 آلمان  های یادگیرنده پلتفرم سیستم(Lernende Systeme ) 

https://www.plattform-lernende-systeme.de/startseite.html 

 دیده بان الگوریتم (Algorithm Watch) 

https://algorithmwatch.org/en/ 

 

  انجمن هوش مصنوعی آلمان (KI-Verband) 

https://ki-verband.de/ 
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 سازمان فدرال ضد تبعیض آلمان 

https://www.antidiskriminierungsstelle.de/DE/startseite/startseite-node.html 

 :شناخت رویه های خوبو  رتبطمنابع م. د

• Association of German Chambers of Commerce and Industry (DIHK) guidelines 

on the 

management of generative AI applications (German only) 

• AI in companies – A practical guide on legal issues, published by the 

Bertelsmann 

Stiftung (German only) 

• Algorithmic decision making systems – Human rights requirements and trends at 

the 

international level, published by the German Institute for Human Rights (German 

only) 

• AI in the corporate context – Literature analysis and thesis paper, published by 

the Fraun 

hofer Center for International Management and Knowledge Economy IMW 

(German only) 

• Practical guide for the Algo.Rules – Guidance for developers and their managers, 

published by the Bertelsmann Stiftung (German only) 
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 :سازمان ملل متحد در مورد کسب و کار و حقوق بشر یراهنما اصولتوضیح کوتاه در مورد 

حقوق بشر  یتوسط شورا یا سازمان ملل متحد در مورد کسب و کار و حقوق بشر در قطعنامه یراهنما اصول

اجرای اصل مراقبت و نظارت مقتضی شد و تعهدات مربوط به  بیتصومیلادی  0444در سال سازمان ملل متحد 

خطر،  یابیانجام ارز"موارد شامل  نیا. مشخص کردرا  فعالیت های خوددر  شرکت ها برای رعایت حقوق بشر

صلاحی در قبال اقدامات جبرانی و ا یابینامطلوب بر حقوق بشر، ارز راتیاز تأث یریجلوگ یاقدامات برا یاجرا

 .است "تیشفاف جادیا یبرا یو اقدامات موراد نقض حقوق بشر

 
 


